Bridging the GAP: Towards Approximate Graph Analytics

Anand Padmanabha Iyer*, Aurojit Panda°, Shivaram Venkataraman*,
Mosharaf Chowdhury†, Aditya Akella*, Scott Shenker*, Ion Stoica*

*University of California, Berkeley   °NYU   †University of Michigan   *University of Wisconsin

ABSTRACT
While there has been a tremendous interest in processing data that has an underlying graph structure, existing distributed graph processing systems take several minutes or even hours to execute popular graph algorithms. However, in several cases, providing an approximate answer is good enough. Approximate analytics is seeing considerable attention in big data due to its ability to produce timely results by trading accuracy, but they do not support graph analytics. In this paper, we bridge this gap and take a first attempt at realizing approximate graph analytics. We discuss how traditional approximate analytics techniques do not carry over to the graph usecase. Leveraging the characteristics of graph properties and algorithms, we propose a graph sparsification technique, and a machine learning based approach to choose the apt amount of sparsification required to meet a given budget. Our preliminary evaluations show encouraging results.

1 INTRODUCTION
The recent past has seen a resurgence in the interest in storing and processing massive amounts of graph-structured data. Several sources support this fact; for instance, a ranking among databases revealed that graph databases have grown in popularity by over 500% in the last few years alone [1]. This trend is likely to grow in the future. Fortunately, big data’s emphasis on the three V’s—volume, velocity and variety—has made existing systems somewhat future-proof. A deluge of graph processing systems exist today [11, 13, 14, 16–18, 20–22, 25, 27–29, 31] that can handle large graphs, some even as large as a trillion edges.

While there are several contributing factors to the renewed popularity of graph analytics, a major one is the emergence of new applications and use-cases. Such scenarios range from existing applications such as social network analytics, recommendations, to upcoming applications such as industrial Internet and the Internet of Things (IoT). A common requirement of many of these applications is the timeliness of the analysis results, a must for actionable analytics [4]. Unfortunately, existing graph-processing systems, in their quest to provide exact answers to graph algorithms, take several minutes or even hours to provide answers even for moderately sized graphs. Surprisingly, several of these applications can benefit from a rough answer. For example, in security contexts, it is useful to find patterns, but often it is good enough to just a rough estimate of the number of times the pattern occurs. That is, there is no need to find the exact number of matches. Existing graph-processing systems do not support producing such approximate answers.

Approximate analytics is an area that has garnered attention recently in big data analytics [5, 6, 15], where the goal is to let the end-user trade-off accuracy for much faster results. Several proposals for approximate analytics exist, but the underlying key idea is to use a small portion of the dataset to compute the results. Some approximation systems leverage the scheduler, and kill tasks selectively to achieve the desired accuracy or latency budget. However, all of the approximation systems focus on simple aggregate queries or analytics and thus do not consider complex, iterative workloads such as distributed graph processing.

Extending approximate analytics systems to support graph analytics is a challenging task because of the differences in the underlying assumptions. The fundamental assumption of a linear relationship between the sample size and execution time falls apart in graph processing. Further, approximation systems rely on statistical properties of the samples to compose partial results and/or error characteristics. Finally, these systems store multiple samples and cherry pick the right amount based on the linearity assumption. These techniques are difficult to incorporate in distributed graph processing due to the iterative nature of the algorithms.

In this paper, we explore the feasibility of bringing approximate analytics to distributed graph processing. Achieving efficient approximate graph processing faces a number of challenges, including the question of how to sample graphs and how to pick the right sampling parameter given a budget (§2). To solve these challenges, we leverage the recent advancements in spectral sparsification theory [30] literature. Specifically, we propose a spectral graph sparsification strategy that reduces the graph size significantly. We then devise a machine learning based approach to modeling performance and picking the right sparsification parameter (§3). We are presently implementing our proposed techniques in a system called GAP (for Graph Analytics by Proximation). Our preliminary evaluations of GAP has shown encouraging results (§4).

2 BACKGROUND & CHALLENGES
We begin the paper with a brief overview of graph-parallel systems, approximate analytics and then list the challenges in building a system for approximate graph analytics.

2.1 Graph Processing Systems
Most existing general purpose graph processing systems allow end-users to perform graph computations by exposing a graph-parallel abstraction. The user provides a vertex program which is
run repeatedly on each of the vertex (in parallel) by the system. Interaction between vertices is implemented using either shared state (e.g., GraphLab [21]) or message passing (e.g., Fregel [23]). A barrier is usually enforced between each iteration of the vertex program. PowerGraph [17] introduced the Gather-Apply-Scatter (GAS) model that captures the conceptual phases of the vertex program. Many popular open-source frameworks [16, 17] have incorporated the GAS model.

The bottleneck in distributed graph-parallel processing arises mainly from the message passing between vertices. In a big data system, these are implemented as shuffles which are quite expensive. As a result, executing graph algorithms take a non-negligible amount of time. Table 1 reproduces the reported results from recent graph processing literature for running 20 iterations of page rank algorithm on a moderately sized graph of 1B edges using 16 machines. We see that the execution time is in the order of several minutes. The performance numbers worsen significantly as the input graph becomes larger.

<table>
<thead>
<tr>
<th>System</th>
<th>PageRank Runtime (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PowerGraph [17]</td>
<td>300</td>
</tr>
<tr>
<td>GraphX [16]</td>
<td>419</td>
</tr>
<tr>
<td>Giraph [7]</td>
<td>596</td>
</tr>
<tr>
<td>GraphLab [21]</td>
<td>442</td>
</tr>
</tbody>
</table>

Table 1: Runtimes for pagerank algorithm as reported by popular graph processing systems used in production.

The graph leading to much longer paths. Thus, simple sampling strategies employed by existing approximate analytics systems are not applicable in our setting.

Second, due to this non-linearity, picking the right amount of samples is difficult. Traditional approximation systems create, store and precompute query results on samples based on the assumption that partial results and errors could be composed. However, this may not hold true in graphs. Thus, precomputing aggregates by creating and storing samples is not a feasible approach.

Finally, existing approximation systems support only simple queries, such as aggregates, where computing the error on the result is intuitive. However, graph algorithms are executed in an iterative manner and thus estimating error on the output of a graph algorithm operating on a sampled graph is hard. Theoretical bounds exist for a few specific algorithms, but to the best of our knowledge, there are no general guarantees.

### 3 OUR APPROACH

We now describe our vision and approach for an approximate graph analytics system. In addition to solving the challenges listed earlier, we wish to achieve the following goals in our quest towards an efficient approximate graph analytics solution:

- **A large body of graph theoretical work exists in the area of approximation algorithms.** These works propose efficient approximate versions of various graph processing algorithms. We do not want to depend on such approximate version of any graph algorithms. In other words, we would like to be **approximation algorithm agnostic.** If an approximate version of the algorithm we support is available, we discuss how to leverage them in §5.
- **Similarly, several flavors of distributed graph-processing engines exist.** Some of them offer asynchronous processing mode [17], while some of them offer the favorable properties of dataflow [16]. We would like to propose techniques that are generic and not specific to one graph-parallel model.
- **Finally, existing graph processing systems support varied workloads.** In this respect, we would like our solution to have low overhead when it needs to accommodate new workloads.

The overall architecture of our solution GAP is depicted in fig. 2. It consists of two main components. Leveraging the work in spectral graph theory, a graph sparsifier is used to reduce the input graph’s size. Based on the observation that a graph workload’s performance characteristics is majorly dependent on the input graph [8], a machine learning (ML) based model is used to learn and predict the
amount of sparsification required for a given budget. When an input graph is provided, we map it to one of the benchmark models by a simple mapping technique. Our intuition is that since the number of graph algorithms are limited and graph characteristics are described by a few variables, ML models are apt at this job. We discuss these components in detail in the rest of this section.

3.1 Graph Sparsification
The fundamental building block of any approximation system is sampling. Carrying this over to graphs, a straightforward approach is to sample edges and vertexes using some criteria. This approach, commonly referred to as graph sparsification\(^1\) has been studied extensively in the literature on graph theory. The main idea in this body of work is to compute a (much) smaller graph that preserves crucial properties of the input graph.

While several proposals on the type of sparsifier exists, many of them are either computationally intensive, or are not amenable to a distributed implementation (which is the focus of our work)\(^2\). As an initial solution, we developed a simple sparsifier adapted from the work of Spielman and Teng [30] that is based on vertex degrees. The sparsifier uses the following probability to decide to keep an edge between vertex \(a\) and \(b\):

\[
\frac{d_{AVG} \times s}{\min(d_{oa}, d_{ob})}
\]

where \(d_{AVG}\) is the average degree of the graph, \(d_{oa}\) is the out-degree of vertex \(a\) and \(d_{ob}\) is the in-degree of vertex \(b\) and \(s\) is a tunable parameter that controls the level of sparsification.

Intuitively, we would like to drop one of many edges from a vertex with large degree as opposed to dropping the only edge from a vertex with low degree. The sparsifier in eq. (1) does exactly this. The cost of running the sparsifier is negligible. We further reduce this cost by computing vertex degrees when the graph is first loaded into the system. One potential problem with the sparsifier is that it takes decision solely on local information. To reduce the ill effects of this, we leverage how the algorithm operates. For instance, we can avoid removing an edge it is in the spanning tree and so on.

3.1.1 Estimating Error due to Sparsification. An important task when using sampling strategies is to estimate the error in the output. In a non-graph setting, error estimation is straightforward. However, it is unclear how to estimate the error due to sparsification on the output of graph algorithms. We take a simple approach to this problem: we define a few error metrics, and leave the flexibility of defining additional error metrics to the user. In our system, one default error metric is the degree of reordering. This metric is applicable to algorithms that output a ranking for the vertexes, for example page rank or triangle count. In these algorithms, we can define the degree of reordering as the amount of reordering of the ranking compared to the ground truth. This flexibility exists because we learn the relation between error and sparsification.

3.2 Picking Sparsification Parameter, \(s\)
Once the sparsification strategy is in place, the next question is how to pick the right sparsification parameter \(s\) for a given accuracy requirement. To the best of our knowledge, theoretical bounds on error for the graph sparsification in a general setting is an open problem, hence we develop heuristics to solve this problem. Specifically, we use simple machine learning techniques to learn a model for the relation between \(s\) and performance (latency/error).

3.2.1 Building a Model for \(s\). At the simplest level, one can build a model for \(s\) by running every possible algorithm on a given graph at varying values of \(s\) and then feeding the observed results to a learning algorithm. However, this requires too much time and effort. Thus, an approximation system needs a smarter solution.

In GAP, we take a simple approach. We consider a set of standard graph algorithms. These algorithms are then run on a set of representative graphs at varying values of \(s\). The objective of this task is to learn a function \(H\) that maps \(s\) and the characteristics of the graph and algorithm to the performance profile. That is, we would like to learn:

\[
H : (s,a,g) \Rightarrow e/p
\]

where \(a\) is the algorithm specific features (if any), \(g\) is the graph specific features and \(e/p\) is the error / performance. Since there is no standard benchmark for distributed graph processing, we choose the representative set of algorithms and workloads from the Graph500 benchmark [2]. Our observation (§2.3) indicates that performance profiles are non-linear, hence we pick learning techniques that can accommodate discontinuity (e.g., random forests).

3.2.2 Accommodating New Workloads. Once models are built, the final step is to use the model to pick the sparsification parameter \(s\) when the system needs to run a graph algorithm on an unknown/new graph workload. We do not want to build a model per workload online (the model building phase is intensive and hence is typically done offline). Thus, we need to find an existing model that can operate on the new workload.

For this, we propose a light-weight mechanism\(^3\). We randomly pick a few values of sparsification parameters and run the algorithm on the new workload in an online fashion. Simultaneously, we use the models to predict the output. We then pick the model(s) with the least error. The random values of \(s\) could be chosen to complete the tests within a given time budget. For every new workload, we also use the results of running analytics as a feedback to our learning component. This lets us refine and improve our models over time.

4 PRELIMINARY EVALUATION
We are actively working on refining and evaluating our approach by implementing GAP at this time. We present our early experiences

\(^1\)Also referred to as graph sketching.

\(^2\)We are actively investigating several sparsification strategies.

\(^3\)We are pursuing better techniques here at the time of writing.
in this section. We chose to build GAP on GraphX [16], but note that our techniques are not restricted to it. We picked five openly available graph datasets [3, 9, 10] (with number of edges up to 3.7 billion for the largest graph) based on the characteristics of the underlying graph, such as the diameter and clustering coefficient.

We evaluate our hypothesis of building a model for sampling based on the characteristics of the graph in the following way. We ran two algorithms, page rank and triangle count, on the datasets with varying values of the sparsification parameter \( s \). We then recorded the speedup of the algorithm compared to the execution on the complete graph. We also note the error by evaluating the degree of reordering (§3) for each value of \( s \).

Figure 3 shows the speedup obtained on triangle count algorithm, while fig. 4 depicts the error in terms of reordering. We see that even with a small reduction in input, the system is able to speedup the execution. As seen in the error characteristics, this speedup does not come at the expense of large errors. The error remains small for a wide range of the sparsification parameter \( s \). It may be troubling to see the diminishing returns with increase in sparsification, but this is due to the use of small datasets and also due to the fact that the experiment was done on a single machine (GraphX executes the same way as in a distributed setting but does not incur network penalties). As the graph grows larger and the computation is spread across many machines, sparsification reduces the shuffled data, and we see much larger gains as shown in fig. 5.

A more intriguing question is if our proposed approach is feasible. That is, is it possible to learn a model at all for approximate analytics? In our dataset, the Facebook and AstroPh datasets share similarity in the diameter and clustering coefficients. Similarly, Wikivote and Epinions share similar graph characteristics. Moreover, Facebook and AstroPh are social relationships while Wikivote and Epinions represent voting/rating relationships. In our results, we see that the performance and error trends follow the same observation—the performance and error curves of the Facebook and AstroPh datasets exhibit similar trends, the same is true for the Wikivote and Epinions datasets. Results from our experiments using page rank algorithm also show similar trends. Thus, we believe that our approach is feasible.

5 DISCUSSION

We are presently working on improving all areas in our proposal. First, we are investigating better sparsifiers that we could leverage, including the possibility of using machine learning techniques such as deep learning to find such sparsifiers. We plan on making the sparsifier pluggable to study the feasibility of choosing sparsifier on demand. Second, a large body of theoretical work exist on approximation techniques on specific graph algorithms. If it is possible to study the performance and error characteristics of different proposals on the same algorithm, it may be possible to cherry pick a proposal given a latency/error bound. Third, we are looking at programming language techniques to evaluate our wild idea of synthesizing approximate versions given an exact graph program. Finally, since real-world graphs are dynamic, an interesting direction is incremental approximate graph analytics.

6 RELATED WORK

Our work is related to distributed graph processing systems and approximate analytics systems.

A large number of graph processing systems exist in the literature. [11, 16, 17, 20, 21, 27–29, 31] focus on iterative analytics on static graphs. [12, 13, 18, 19, 22, 24–26] focus on analytics on evolving graphs. None of these systems support approximate analytics. GraphTau [26], which focuses on evolving graph processing, supports approximate page rank computations. However, it does not allow user to specify a budget. Our techniques can be used to bring approximation to several of these graph processing systems.

Approximate analytics systems have gained much popularity in the big data analytics community recently, and thus several proposals exist. BlinkDB [5] uses stratified sampling to generate samples and then chooses samples to satisfy the query budget. [6] uses approximation techniques to mitigate stragglers. ApproxHadoop [15] enables approximation enabled map-reduce jobs. These systems do not support graph processing.

7 CONCLUSION

For many graph-processing application scenarios, computing an approximate answer is good enough. Yet, existing graph processing frameworks, in an effort to compute the exact answer, take several minutes or even hours to execute popular graph algorithms. In this paper, we looked at the problem of approximate graph analytics. We presented our proposal, which uses a spectral sparsifier to reduce the size of the graph, and a machine learning model to pick the right amount of sparsification given a budget. We are currently building GAP, a system that implements our proposals, and plan on open-sourcing the system.
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